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#### Abstract

In this paper, we present a finite element method for singularly perturbed convection-diffusion problems in both one and two dimensions, based on a set of weighted basis functions constructed on unstructured meshes (in 2D). For the one-dimensional case, both first and second-order schemes are discussed. A technique for approximating fluxes is proposed. Some theoretical results on uniform convergence are obtained. For the two-dimensional case, a first-order scheme is constructed for problems with two singular perturbation parameters. A technique is also developed in approximating fluxes in 2D. This technique is used to simplify the calculation of the integrals in the stiffness matrix arising from the scheme, which will save computational costs. The numerical results support the theoretical results and demonstrate that the method is stable for a wide range of singular perturbation parameters.
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## 1. Introduction

Many phenomena in engineering, physics and finance are governed by convection-diffusion equations in which the magnitudes of the diffusion coefficients are much smaller than those of the convection coefficients. Such problems are called convection-dominated or singularly perturbed, and boundary layers normally appear in the solution. Due to the presence of boundary layers, standard finite element or finite difference methods are, in general, not suitable for solving these problems, because these methods will result in spurious oscillations or non-physical solutions. To overcome this difficulty, many special finite element techniques have been developed. These include upwind finite element $[2,3,5,6,9-11,14]$,

[^0]Petrov-Galerkin finite element [4,13], streamline diffusion methods [15,16], monotone finite element [29] and exponentially fitted finite element [12,18-20,26-28]. However, the former three methods do not always give accurate results, especially when the diffusion coefficients are of the same magnitude as that of the mesh size used. The exponentially fitted methods in $[26,27]$ do not have explicit expressions for the basis functions and they are essentially first-order schemes. Thus, we are motivated to look for explicit basis functions, which are convenient to construct and analyze, and easy to extend to high-order and/or multi-dimensional cases.

In this paper, we present a novel finite element method for a singularly perturbed convection-diffusion problem in one and two dimensions. This method is based on a set of basis functions obtained by multiplying a standard basis function constructed on a triangular mesh (2D case) by a suitable weight. This finite element method always results in non-oscillatory numerical solutions. The paper is organized as follows.

The weighted basis functions in one dimension are described in the next section. Both first and secondorder schemes in one dimension are presented and analyzed in Section 3. In Section 4, we shall discuss the method on an unstructured triangular mesh in two dimensions. Numerical results are presented in Section 5 to demonstrate the effectiveness and usefulness of this method.

In what follows we will use the conventional notation for function sets and spaces. In particular, we will use $L^{2}(S)$ and $C^{k}(S)$ to denote, respectively, the space of square integrable functions and the set of $k$ th continuously differentiable functions on the set $S$.

## 2. 1D weighted basis functions

In this section, we consider the 1D linear singularly perturbed problem

$$
\begin{equation*}
\left(-\varepsilon w^{\prime}+b(x) w\right)^{\prime}+c(x) w=f(x), \quad w(0)=w(1)=0, \tag{2.1}
\end{equation*}
$$

where $0<\varepsilon \ll 1, c(x) \geqslant 0$, and $b(x)$ has a positive lower bound. In this case the problem has a boundary layer at $x=1$, see $[17,22]$.

To be more precise, we assume that $b(x), c(x), f(x) \in C^{1}([0,1])$ and

$$
\begin{equation*}
0<\alpha \leqslant b(x) \leqslant \beta \quad \text { for } x \in[0,1], \tag{2.2}
\end{equation*}
$$

for some positive constants $\alpha$ and $\beta$. The above conditions guarantee the existence of a unique solution $w \in C^{2}([0,1])$.

Let

$$
\varpi=\left\{x_{i} \mid 0=x_{0}<x_{1}<\cdots<x_{N-1}<x_{N}=1\right\}
$$

be a non-uniform mesh on $[0,1]$. We put $I_{i}:=\left(x_{i-1}, x_{i}\right)$ and $h_{i}:=x_{i}-x_{i-1}$ for $i=1,2, \ldots, N$. The mesh parameter, $h$, is defined by $h=\max _{1 \leqslant i \leqslant N} h_{i}$.

On this partition, the conventional piecewise linear basis functions satisfy the following:

$$
\begin{equation*}
\varphi_{i}\left(x_{i}\right)=1, \quad \varphi_{i}\left(x_{l}\right)=0(l \neq i), \quad i=1,2, \ldots, N-1 . \tag{2.3}
\end{equation*}
$$

The second-order finite element space can be obtained by adding the following bubble functions:

$$
\psi_{i}= \begin{cases}\left(x-x_{i-1}\right)\left(x-x_{i}\right) / h_{i} & \text { if } x \in I_{i},  \tag{2.4}\\ 0 & \text { otherwise. }\end{cases}
$$

For $i=1,2, \ldots, N-1$, let $m_{i}(x)$ be a positive function. We define a new set of basis functions as

$$
\widetilde{\varphi}_{i}= \begin{cases}\frac{m_{i}(x)}{m_{i}(x) \varphi_{i} m_{i-1}(x) \varphi_{i-1}} \varphi_{i}, & x \in I_{i},  \tag{2.5}\\ \frac{m_{i}(x)}{m_{i}(x) \varphi_{i}+m_{i+1}(x) \varphi_{i+1}} \varphi_{i}, & x \in I_{i+1,}, \\ 0, & \text { otherwise },\end{cases}
$$

for $i=1, \ldots, N-1$. The basis functions corresponding to the two end points are $\varphi_{0}=\left(x_{1}-x\right) / h_{1}$ and $\varphi_{N}=\left(x-x_{N-1}\right) / h_{N}$.

The choice of the weighting function $m_{i}(x)$ in (2.5) is rather arbitrary, but we choose it as the following exponentially fitted spline:

$$
m_{i}(x)=B\left[-b(x)\left(x-x_{i}\right) / \varepsilon\right],
$$

where $B(z)$ is the Bernoulli function defined by

$$
B(z)= \begin{cases}\frac{z}{\mathrm{e}^{2}-1} & \text { if } z \neq 0 \\ 1, & \text { if } z=0\end{cases}
$$

To obtain the stability of standard finite element approximation of convection dominated diffusion equations, an exponentially decreasing weight only in the layer elements was also introduced by Axelsson [1]. By adding more basis functions, we can obtain higher order basis functions. For example, the second order basis functions can be obtained by adding the following basis functions to the set defined by (2.5).

$$
\begin{align*}
& \widetilde{\psi}_{i}=\left(x-x_{i}\right) \widetilde{\varphi}_{i} \text { for } i=1, \ldots, N-1, x \in I_{i} \cup I_{i+1}, \\
& \widetilde{\psi}_{0}=\frac{m_{0}(x) \varphi_{0}}{m_{0}(x) \varphi_{0}+m_{1}(x) \varphi_{1}}\left(x-x_{0}\right), \quad x \in I_{1}, \tag{2.6}
\end{align*}
$$

Typical cases of basis functions $\widetilde{\varphi}_{i}$ and $\widetilde{\psi}_{i}$ are illustrated in Figs. 1 and 2.


Fig. 1. An example of the basis function $\widetilde{\varphi}_{i}(x)$.


Fig. 2. An example of the basis function $\widetilde{\psi}_{i}(x)$.
Remark 2.1. If $b(x)=0$ or the weights $m_{i}(i=1,2, \ldots, N-1)$ are identical, the weighted basis functions reduce to piecewise polynomial basis functions in the standard finite element method. Furthermore, when $\varepsilon$ tends to 0 , the limits of $\widetilde{\varphi}_{i}$ and $\widetilde{\psi}_{i}$ become discontinuous, and they are similar to the basis functions of the local discontinuous Galerkin method used in $[7,8]$ for conservation laws and nonlinear time-dependent convection-diffusion systems.

Lemma 2.1. The basis functions $\widetilde{\varphi}_{i}$ and $\widetilde{\psi}_{i}$ satisfy

$$
\begin{align*}
& \widetilde{\varphi}_{i}\left(x_{i}\right)=1, \quad \widetilde{\varphi}_{i}\left(x_{j}\right)=0(j \neq i), \quad 0 \leqslant \widetilde{\varphi}_{i} \leqslant 1, \\
& \widetilde{\psi}_{i}\left(x_{j}\right)=0, \quad j=0,1, \ldots, N . \tag{2.7}
\end{align*}
$$

Furthermore, we have for $i=2, \ldots, N-1$,

$$
\begin{equation*}
\widetilde{\varphi}_{i-1}(x)+\widetilde{\varphi}_{i}(x)=1 \quad \forall x \in I_{i}, \tag{2.8}
\end{equation*}
$$

and for $i=1, \ldots, N$,

$$
\begin{equation*}
\widetilde{\psi}_{i-1}(x)+\widetilde{\psi}_{i}(x)=\left(x-x_{i}\right)+h_{i} \widetilde{\varphi}_{i-1}(x), \quad x \in I_{i} . \tag{2.9}
\end{equation*}
$$

Proof. Properties (2.7) and (2.8) can be trivially proved by using (2.3) and (2.4). In what follows we only show (2.9). From the definition of $\widetilde{\psi}_{i}(x)$ in (2.6), we have

$$
\widetilde{\psi}_{i-1}(x)+\widetilde{\psi}_{i}(x)=\left(x-x_{i-1}\right) \widetilde{\varphi}_{i-1}+\left(x-x_{i}\right) \widetilde{\varphi}_{i} .
$$

Substituting (2.5) into the above equality, we have that for $x \in I_{i}$,

$$
\begin{aligned}
\widetilde{\psi}_{i-1}(x)+\widetilde{\psi}_{i}(x) & =\left(x-x_{i-1}\right) \frac{m_{i-1}(x)}{m_{i}(x) \varphi_{i}+m_{i-1}(x) \varphi_{i-1}} \varphi_{i-1}+\left(x-x_{i}\right) \frac{m_{i}(x)}{m_{i}(x) \varphi_{i}+m_{i-1}(x) \varphi_{i-1}} \varphi_{i} \\
& =\left(x-x_{i}\right)+h_{i} \widetilde{\varphi}_{i-1} .
\end{aligned}
$$

This completes the proof of the lemma.

Note that if $m_{k}(x), k=i-1, i, i+1$ are identical, we have

$$
\begin{align*}
& \widetilde{\varphi}_{i}(x)=\varphi_{i}(x), \\
& \widetilde{\psi}_{i}(x)=\psi_{i}(x)-\psi_{i+1}(x) . \tag{2.10}
\end{align*}
$$

In general, if $m_{k}(x), k=i-1, i, i+1$ are not identical, the statement (2.10) does not hold. However, on $I_{i} \cup I_{i+1}$, we still have

$$
P_{1} \subset \operatorname{Span}\left\{\widetilde{\varphi}_{i+1}, \tilde{\psi}_{i+1}, \widetilde{\varphi}_{i}, \tilde{\psi}_{i}, \widetilde{\varphi}_{i-1}, \tilde{\psi}_{i-1}\right\}
$$

where $P_{1}$ denotes the set of all piecewise linear polynomials on $I_{i} \cup I_{i+1}$.
We now consider the approximation of fluxes. By direct computation, we get

$$
\begin{align*}
& \left.\widetilde{\varphi}_{i}^{\prime}(x)\right|_{I_{i}}=-\frac{b}{\varepsilon} \frac{\mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}}{\mathrm{e}^{-b h_{i} / \varepsilon}-1}-\frac{b^{\prime}}{\varepsilon} \frac{\left(\mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}-1\right) \mathrm{e}^{-b h_{i} / \varepsilon} h_{i}+\left(\mathrm{e}^{-b h_{i} / \varepsilon}-1\right) \mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}\left(x-x_{i}\right)}{\left(\mathrm{e}^{-b h_{i} / \varepsilon}-1\right)^{2}},  \tag{2.11}\\
& \left.\widetilde{\varphi}_{i}^{\prime}(x)\right|_{I_{i+1}}=-\frac{b}{\varepsilon} \frac{\mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}}{\mathrm{e}^{b h_{i+1} / \varepsilon}-1}+\frac{b^{\prime}}{\varepsilon} \frac{\left(\mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}-1\right) \mathrm{e}^{b h_{i+1} / \varepsilon} h_{i+1}-\left(\mathrm{e}^{b h_{i+1} / \varepsilon}-1\right) \mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}\left(x-x_{i}\right)}{\left(\mathrm{e}^{b h_{i+1} / \varepsilon}-1\right)^{2}} .
\end{align*}
$$

Let $g_{i}(x)$ and $h_{i}(x)$ denote the flux associated with $\widetilde{\varphi}_{i}(x)$ and $\widetilde{\psi}_{i}(x)$, respectively, i.e.,

$$
\begin{aligned}
g_{i}(x) & =-\varepsilon \widetilde{\phi}_{i}^{\prime}(x)+b(x) \widetilde{\varphi}_{i}(x), \\
h_{i}(x) & =-\varepsilon \widetilde{\psi}_{i}^{\prime}(x)+b(x) \widetilde{\psi}_{i}(x) .
\end{aligned}
$$

Substituting (2.5), (2.6) and (2.11) into the above, we obtain

$$
\begin{align*}
& g_{i}(x)=\bar{g}_{i}(x)+b^{\prime} R_{i}(x),  \tag{2.12}\\
& h_{i}(x)=\bar{h}_{i}(x)+b^{\prime}\left(x-x_{i}\right) R_{i}(x), \tag{2.13}
\end{align*}
$$

where

$$
\bar{g}_{i}(x)= \begin{cases}b \frac{\mathrm{e}^{-b b_{i} / e}}{\mathrm{e}^{-b h_{i} / e}-1}, & x \in I_{i},  \tag{2.14}\\ b \frac{\mathrm{~b}^{b_{i+1} / \varepsilon}}{\mathrm{e}^{b_{i+1} / \varepsilon}-1}, & x \in I_{i+1}, \\ 0, & \text { otherwise }\end{cases}
$$

$$
\bar{h}_{i}(x)=\left(x-x_{i}\right) \bar{g}_{i}(x)-\varepsilon \widetilde{\varphi}_{i}(x),
$$

and

$$
R_{i}(x)= \begin{cases}\frac{\left(\mathrm{c}^{b\left(x-x_{i}\right) / \varepsilon}-1\right) \mathrm{e}^{-b h_{i} / \varepsilon_{i}} h_{i}+\left(\mathrm{e}^{-b h_{i} / \varepsilon}-1\right) \mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}\left(x-x_{i}\right)}{\left(\mathrm{e}^{-b h_{i} / \varepsilon}-1\right)^{2}}, & x \in I_{i}, \\ -\frac{\left(\mathrm{e}^{b\left(x-x_{i}\right) / \varepsilon}-1\right) \mathrm{e}^{b_{i+1} / k_{i}} h_{i+1}-\left(\mathrm{b}^{b h_{i+1} / \varepsilon}-1\right) e^{b\left(x-x_{i}\right) / \varepsilon\left(x-x_{i}\right)}}{\left(\mathrm{e}^{b_{i+1} / \varepsilon}-1\right)^{2}}, & x \in I_{i+1}, \\ 0, & \text { otherwise. }\end{cases}
$$

Using the definition of $\tilde{\varphi}_{i}$ in (2.5) we can show that $\bar{g}_{i}(x)$ in (2.14) can be rewritten as

$$
\begin{equation*}
\bar{g}_{i}(x)=\frac{-\varepsilon}{x-x_{k}} B\left(\frac{b}{\varepsilon}\left(x-x_{k}\right)\right) \tilde{\varphi}_{i}, \tag{2.15}
\end{equation*}
$$

where $k=i-1$ if $x \in I_{i}$ and $k=i+1$ when $x \in I_{i+1}$.

From (2.12), we see that the flux $g_{i}(x)$ can be decomposed into a leading term $\bar{g}_{i}(x)$ and a remainder term $b^{\prime} R_{i}(x)$. Here $R_{i}\left(x_{i-1}\right)=R\left(x_{i}\right)=R\left(x_{i+1}\right)=0$. Using (2.14), we get that for $x \in I_{i+1}$

$$
\left|b^{\prime} R_{i}(x)\right| \leqslant\left|\frac{b^{\prime}}{b} \bar{g}_{i}(x)\right| h
$$

Following the above analysis, one obtains that for $x \in I_{i+1}$,

$$
\begin{aligned}
& \bar{g}_{i}(x)+\bar{g}_{i+1}(x)=b(x), \\
& g_{i}(x)+g_{i+1}(x)=b(x), \\
& R_{i}(x)+R_{i+1}(x)=0 .
\end{aligned}
$$

## 3. Finite element method in one dimension

Let $V_{h}=\operatorname{Span}\left\{\tilde{\psi}_{i}\right\}$. We define the following Galerkin finite element problem: find a $w_{h} \in V_{h}$ such that $\forall v_{h} \in V_{h}$, we have

$$
\begin{equation*}
-\left(-\varepsilon w_{h}^{\prime}+b(x) w_{h}, v_{h}^{\prime}\right)+\left(c(x) w_{h}, v_{h}\right)=\left(f, v_{h}\right), \tag{3.1}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the inner product.

### 3.1. First-order scheme

We first consider the first-order scheme. Setting $w_{h}=\sum_{j=1}^{N-1} w_{j} \tilde{\varphi}_{j}$ and $v_{h}=\tilde{\varphi}_{i}$ for any $i=1, \ldots, N-1$ in (3.1), we obtain

$$
\begin{equation*}
q_{i+1} w_{i+1}+q_{i} w_{i}+q_{i-1} w_{i-1}=\left(f, \tilde{\varphi}_{i}\right) \tag{3.2}
\end{equation*}
$$

with the boundary conditions $w_{0}=0=w_{N}$, where

$$
\begin{equation*}
q_{k}=\int_{x_{i-1}}^{x_{i+1}}\left[-g_{k}(x) \tilde{\varphi}_{i}^{\prime}(x)+c(x) \tilde{\varphi}_{k} \tilde{\varphi}_{i}\right] \mathrm{d} x, k=i+1, i, i-1 . \tag{3.3}
\end{equation*}
$$

As $\left|R_{k}(x)\right|=\mathrm{O}(h), g_{k}(x)$ can be approximated by $\bar{g}_{k}(x)$. So we have

$$
q_{i} \simeq-\left(\int_{x_{i-1}}^{x_{i}} b \frac{\mathrm{e}^{-b h_{i} / \varepsilon}}{\mathrm{e}^{-b h_{i} / \varepsilon}-1} \varphi_{i}^{\prime} \mathrm{d} x+\int_{x_{i}}^{x_{i+1}} b \frac{\mathrm{e}^{b h_{i+1} / \varepsilon}}{\mathrm{e}^{\mathrm{eb}_{i+1} / \varepsilon}-1} \varphi_{i}^{\prime} \mathrm{d} x\right)+\int_{x_{i-1}}^{x_{i+1}} c(x) \tilde{\varphi}_{i} \tilde{\varphi}_{i} \mathrm{~d} x .
$$

Noticing the fact $b(x)>\alpha$ from (2.2) and using (2.7), we immediately obtain

$$
\begin{aligned}
q_{i} & \simeq-\left[\bar{g}_{i}\left(x_{i}^{-}\right) \int_{x_{i-1}}^{x_{i}} \varphi_{i}^{\prime} \mathrm{d} x+\bar{g}_{i}\left(x_{i+1}^{-}\right) \int_{x_{i}}^{x_{i+1}} \varphi_{i}^{\prime} \mathrm{d} x\right]+\int_{x_{i-1}}^{x_{i+1}} c(x) \tilde{\varphi}_{i} \tilde{\varphi}_{i} \mathrm{~d} x \\
& =-\bar{g}_{i}\left(x_{i}^{-}\right)+\bar{g}_{i}\left(x_{i+1}^{-}\right)+\int_{x_{i-1}}^{x_{i+1}} c(x) \tilde{\varphi}_{i} \tilde{\varphi}_{i} \mathrm{~d} x .
\end{aligned}
$$

Here $\bar{g}\left(x_{i}^{-}\right)=\lim _{x \rightarrow 0^{-}} \bar{g}(x)$. Analogously to the above deduction, we have

$$
\begin{aligned}
& q_{i+1}=\bar{g}_{i+1}\left(x_{i+1}^{-}\right)+\int_{x_{i}}^{x_{i+1}} c(x) \tilde{\varphi}_{i+1} \tilde{\varphi}_{i} \mathrm{~d} x \\
& q_{i-1}=-\bar{g}_{i-1}\left(x_{i}^{-}\right)+\int_{x_{i-1}}^{x_{i}} c(x) \tilde{\varphi}_{i-1} \tilde{\varphi}_{i} \mathrm{~d} x .
\end{aligned}
$$

For the case when $\varepsilon \ll h$, we use $\bar{g}_{i}(x)$ to approximate $g_{i}(x)$ so that the computational cost is reduced. If the mesh size $h$ has the same magnitude as $\varepsilon$, it is not necessary to replace the flux $g_{i}(x)$ by $\bar{g}_{i}(x)$ because $g_{i}(x)$ is very smooth and integrals in (3.3) are easy to evaluate.

Scheme (3.2) is similar to that obtained by Stynes and O'Riordan [23,24] by applying the finite element method with exponentially fitted splines to (2.1). In [23,24], frozen coefficients for $b(x)$ and $c(x)$ are adopted. Using the analogous strategy as in [24,25], we can prove the following theorem. Here we omit the repeating proof.

Theorem 3.1. Let $w$ and $w_{h}$ be solutions to (2.1) and (3.2), respectively. Then, we have

$$
\left\|w-w_{h}\right\|_{\varepsilon} \leqslant c_{1} h^{1 / 2}
$$

where $c_{1}$ is a positive constant independent of $h, w$ and $\varepsilon$, and $\|v\|_{\varepsilon}=\varepsilon\left(v^{\prime}, v^{\prime}\right)+(v, v)$.

### 3.2. Second-order scheme

Let $w_{h}=\sum_{j=1}^{N-1} w_{j} \tilde{\varphi}_{j}+\sum_{j=0}^{N-1} v_{j} \tilde{\psi}_{j}$ and $v_{h}=\tilde{\varphi}_{i}(i=1, \ldots, N-1), \tilde{\Psi}_{i}(i=0, \ldots, N-1)$ in (3.1), we obtain

$$
\begin{align*}
& q_{i+1} w_{i+1}+q_{i} w_{i}+q_{i-1} w_{i-1}+p_{i+1} v_{i+1}+p_{i} v_{i}+p_{i-1} v_{i-1}=\left(f, \tilde{\varphi}_{i}\right),  \tag{3.4}\\
& r_{i+1} w_{i+1}+r_{i} w_{i}+r_{i-1} w_{i-1}+s_{i+1} v_{i+1}+s_{i} v_{i}+s_{i-1} v_{i-1}=\left(f, \tilde{\psi}_{i}\right), \tag{3.5}
\end{align*}
$$

for $i=1,2, \ldots, N-1$, and

$$
\begin{equation*}
r_{1} w_{1}+s_{1} v_{1}+s_{0} v_{0}=\left(f, \tilde{\psi}_{0}\right) . \tag{3.6}
\end{equation*}
$$

In (3.4)-(3.6), the coefficients $q_{k}(k=i-1, i, i+1)$ are determined by (3.3) and the others are defined by

$$
\begin{aligned}
& p_{k}=\int_{x_{i-1}}^{x_{i+1}}\left[\left(\varepsilon \tilde{\psi}_{k}^{\prime}-b(x) \tilde{\psi}_{k}\right) \tilde{\varphi}_{i}^{\prime}(x)+c(x) \tilde{\psi}_{k} \tilde{\varphi}_{i}\right] \mathrm{d} x, \\
& r_{k}=\int_{x_{i-1}}^{x_{i+1}}\left[\left(\varepsilon \tilde{\varphi}_{k}^{\prime}-b(x) \tilde{\varphi}_{k}\right) \tilde{\psi}_{i}^{\prime}(x)+c(x) \tilde{\varphi}_{k} \tilde{\psi}_{i}\right] \mathrm{d} x, \\
& s_{k}=\int_{x_{i-1}}^{x_{i+1}}\left[\left(\varepsilon \tilde{\psi}_{k}^{\prime}-b(x) \tilde{\psi}_{k}\right) \tilde{\psi}_{i}^{\prime}(x)+c(x) \tilde{\psi}_{k} \tilde{\psi}_{i}\right] \mathrm{d} x,
\end{aligned}
$$

for $k=i+1, i, i-1$.
Remark 3.1. We comment that, as shown by Roos [21], even on a Shishkin mesh, stability of a numerical solution obtained by conventional finite element is very sensitive to the choice of the boundary layer thickness $\tau_{0} \varepsilon \ln N$, where $\tau_{0}$ is a positive parameter characterizing the width of the layer. However, if we discretize (2.1) by the finite element method with weighted basis functions in a subregion containing the boundary layer and by the standard finite element method in the rest of computational domain, the resulting numerical solutions are satisfactory and insensitive to $\tau_{0}$. This will be demonstrated later in Fig. 4.

Remark 3.2. We also comment that it is possible to extend this second-order scheme to two dimensions. However, the discussion of this extension is lengthy, and thus we will omit it. In practice, the integrals defining $p_{k}, r_{k}$ and $s_{k}$ given in the above have to be approximated by a quadrature rule. Attention needs to be paid to this approximation when $\varepsilon \ll 1$ in order not to affect the second-order accuracy of the scheme. This is because all the basis functions contain layers when $\varepsilon$ is small. Nevertheless, it is possible to find approximations to these integrals. For example, since $\tilde{\varphi}_{i}$ behaves like a step function when $\varepsilon \ll 1$ (cf. Fig. 1), $\tilde{\varphi}_{i}^{\prime}$ behaves like a $\delta$ function. We may use this information to approximate the first term in $p_{k}$. We will leave this discussion, along with the extension of the second-order scheme to higher dimensions, to a forthcoming paper.

## 4. Finite element method in two dimensions

Let us consider the following problem in two-dimensional space:

$$
\begin{align*}
& \nabla \cdot\left(-A_{\varepsilon} \nabla w+\mathbf{b} w\right)+\lambda w=f(X), \quad X \in \Omega \subset \mathbb{R}^{2}, \\
& \left.w\right|_{\partial \Omega}=0, \tag{4.1}
\end{align*}
$$

where $\Omega$ is a bounded open set, $\partial \Omega$ denotes the boundary of $\Omega, A_{\varepsilon}=\operatorname{diag}\left\{\varepsilon_{1}, \varepsilon_{2}\right\}, X=(x, y)^{t}$ and $\mathbf{b}=\left(b_{1}(X), b_{2}(X)\right)^{t}$. Eq. (4.1) is well-posed if

$$
\begin{equation*}
\frac{1}{2} \nabla \cdot \mathbf{b}(x, y)+\lambda(x, y)>0 \tag{4.2}
\end{equation*}
$$

for $X \in \Omega$. For the convection coefficients in (4.1), we assume that $b_{1}, b_{2} \in C^{1}(\bar{\Omega})$ and satisfy $b_{1}(X) \geqslant \underline{b}$ and $b_{2}(X) \geqslant \underline{b}$ in $\Omega$ for some positive constant $\underline{b}$. We also assume that $\lambda, f \in L^{2}(\Omega)$. Finally, for simplicity, we assume that $\partial \Omega$ is polygonal to avoid discussion on approximation of curved boundaries.

Let $\Omega$ be partitioned into a triangular mesh. For an arbitrary triangle $T$ in the mesh with vertices $X_{i}, X_{j}, X_{k}$, the standard linear basis functions $\varphi_{i}, \varphi_{j}$ and $\varphi_{k}$ satisfy

$$
\begin{equation*}
\varphi_{l}\left(X_{m}\right)=\delta_{l m} \tag{4.3}
\end{equation*}
$$

for $l, m=i, j, k$, where $\delta_{l m}$ denotes the Kronecker delta. Similarly to the 1D case, we define the weight $m_{l}(X)$ corresponding to $\varphi_{l}(X)$ as

$$
m_{l}(X)=B\left(-\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{l}\right)\right) .
$$

Using these weights, we obtain the following weighted basis functions on $T$ :

$$
\begin{equation*}
\widetilde{\varphi}_{l}=\frac{m_{l}(X) \varphi_{l}}{m_{i}(X) \varphi_{i}+m_{j}(X) \varphi_{j}+m_{k}(X) \varphi_{k}}, \quad l=i, j, k \tag{4.4}
\end{equation*}
$$

where each $\widetilde{\varphi}_{l}$ has the same support as $\varphi_{l}$. Using (4.3) and the definition of $\widetilde{\varphi}_{l}$, it is easy to show that $\widetilde{\varphi}_{l}$ ( $l=i, j, k)$ satisfy the following properties.

Lemma 4.1. The weighted basis function is continuous and satisfies that

$$
\widetilde{\varphi}_{l}\left(X_{m}\right)=\delta_{l m}, \quad 0 \leqslant \widetilde{\varphi}_{l} \leqslant 1,
$$

for $l, m=i, j, k$ and

$$
\widetilde{\varphi}_{i}+\widetilde{\varphi}_{j}+\widetilde{\varphi}_{k}=1
$$

on $\bar{T}$.

Remark 4.1. If $m_{l}(X)(l=i, j, k)$ are identical, then $\widetilde{\varphi}_{i}$ reduces to $\varphi_{i}$, and

$$
\begin{equation*}
\operatorname{Span}\left\{\widetilde{\varphi}_{i}, \widetilde{\varphi}_{j}, \widetilde{\varphi}_{k}\right\}=\operatorname{Span}\left\{\varphi_{i}, \varphi_{j}, \varphi_{k}\right\} \tag{4.5}
\end{equation*}
$$

Otherwise, statement (4.5) does not hold. However, we still have

$$
P_{0} \subset \operatorname{Span}\left\{\widetilde{\varphi}_{i}, \widetilde{\varphi}_{j}, \widetilde{\varphi}_{k}\right\} .
$$

For every $\widetilde{\varphi}_{l}(l=i, j, k)$ we define a flux $\mathbf{g}_{l}$ by

$$
\begin{equation*}
\mathbf{g}_{l}=-A_{\varepsilon} \nabla \widetilde{\varphi}_{l}+\mathbf{b} \widetilde{\varphi}_{l} . \tag{4.6}
\end{equation*}
$$

As in the 1D case, using (2.15) we can derive, approximations $\overline{\mathbf{g}}_{i}$ to $\mathbf{g}_{i}$ as given below:

$$
\overline{\mathbf{g}}_{i}=-A_{\varepsilon}\left(\begin{array}{ll}
x-x_{j} & y-y_{j} \\
x-x_{k} & y-y_{k}
\end{array}\right)^{-1}\binom{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)\right)} \tilde{\varphi}_{i}(X) .
$$

Let $S_{T}$ be the measure of $T$ for the case when $X_{i}, X_{j}$ and $X_{k}$ are arranged in the anti-clockwise direction and minus measure of $S_{T}$ for the other case. Then we have

$$
\left(x-x_{i}\right)\left(y-y_{k}\right)-\left(x-x_{k}\right)\left(y-y_{j}\right)=2 S_{T} \varphi_{i}(X) .
$$

By means of the above equality, $\overline{\mathbf{g}}_{i}$ can be rewritten as

$$
\overline{\mathbf{g}}_{i}=-\left(A_{\varepsilon} / 2 S_{T}\right)\left(\begin{array}{cc}
y-y_{k} & -\left(y-y_{j}\right)  \tag{4.7}\\
-\left(x-x_{k}\right) & x-x_{j}
\end{array}\right)\binom{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)\right)}\left[\tilde{\varphi}_{i}(X) / \varphi_{i}(X)\right] .
$$

Similarly, we have

$$
\begin{align*}
& \overline{\mathbf{g}}_{j}=-\left(A_{\varepsilon} / 2 S_{T}\right)\left(\begin{array}{cc}
y-y_{i} & -\left(y-y_{k}\right) \\
-\left(x-x_{i}\right) & x-x_{k}
\end{array}\right)\binom{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{i}\right)\right)}\left[\tilde{\varphi}_{j}(X) / \varphi_{j}(X)\right],  \tag{4.8}\\
& \overline{\mathbf{g}}_{k}=-\left(A_{\varepsilon} / 2 S_{T}\right)\left(\begin{array}{cc}
y-y_{j} & -\left(y-y_{i}\right) \\
-\left(x-x_{j}\right) & x-x_{i}
\end{array}\right)\binom{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{i}\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)\right)}\left[\tilde{\varphi}_{k}(X) / \varphi_{k}(X)\right] . \tag{4.9}
\end{align*}
$$

Noting that

$$
\begin{equation*}
B(-z) \equiv z+B(z), \tag{4.10}
\end{equation*}
$$

we then have the following lemma.
Lemma 4.2. For any $X \in \bar{T}$, the fluxes $\mathbf{g}_{l}$ and their approximations $\overline{\mathbf{g}}_{l}(l=i, j, k)$ satisfy

$$
\begin{align*}
& \mathbf{g}_{i}+\mathbf{g}_{j}+\mathbf{g}_{k}=\mathbf{b},  \tag{4.11}\\
& \overline{\mathbf{g}}_{i}+\overline{\mathbf{g}}_{j}+\overline{\mathbf{g}}_{k}=\mathbf{b} . \tag{4.12}
\end{align*}
$$

Proof. Since $\widetilde{\varphi}_{i}+\widetilde{\varphi}_{j}+\widetilde{\varphi}_{k}=1$, we have

$$
\mathbf{g}_{i}+\mathbf{g}_{j}+\mathbf{g}_{k}=-A_{\varepsilon} \nabla\left(\widetilde{\varphi}_{i}+\widetilde{\varphi}_{j}+\widetilde{\varphi}_{k}\right)+\mathbf{b}\left(\widetilde{\varphi}_{i}+\widetilde{\varphi}_{j}+\widetilde{\varphi}_{k}\right)=\mathbf{b} .
$$

Summing (4.7), (4.8) and (4.9) and using (4.4) we obtain

$$
\begin{aligned}
\overline{\mathbf{g}}_{i}+\overline{\mathbf{g}}_{j}+\overline{\mathbf{g}}_{k}= & \frac{-A_{\varepsilon}}{2 S_{T}\left[m_{i}(X) \varphi_{i}+m_{j}(X) \varphi_{j}+m_{k}(X) \varphi_{k}\right]} \\
& \times\left[\left(\begin{array}{cc}
y-y_{k} & -\left(y-y_{j}\right) \\
-\left(x-x_{k}\right) & x-x_{i}
\end{array}\right)\binom{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)\right)} m_{i}(X)\right. \\
& +\left(\begin{array}{cc}
y-y_{i} & -\left(y-y_{k}\right) \\
-\left(x-x_{i}\right) & x-x_{k}
\end{array}\right)\binom{\left.B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{i}\right)\right)} m_{j}(X) \\
& \left.+\left(\begin{array}{cc}
y-y_{j} & -\left(y-y_{i}\right) \\
-\left(x-x_{j}\right) & x-x_{i}
\end{array}\right)\binom{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{i}\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)\right)} m_{k}(X)\right] .
\end{aligned}
$$

Using (4.10), we have

$$
B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{l}\right)\right)=-\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{l}\right)+m_{l}(X), \quad l=i, j, k .
$$

Therefore,

$$
\begin{aligned}
\overline{\mathbf{g}}_{i}+\overline{\mathbf{g}}_{j}+\overline{\mathbf{g}}_{k}= & \frac{A_{\varepsilon}}{2 S_{T}\left[m_{i}(X) \varphi_{i}+m_{j}(X) \varphi_{j}+m_{k}(X) \varphi_{k}\right]} \\
& \times\left[\left(\begin{array}{cc}
y-y_{k} & -\left(y-y_{j}\right) \\
-\left(x-x_{k}\right) & x-x_{i}
\end{array}\right)\binom{\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)+m_{j}(X)}{\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)+m_{k}(X)} m_{i}(X)\right. \\
& +\left(\begin{array}{cc}
y-y_{i} & -\left(y-y_{k}\right) \\
-\left(x-x_{i}\right) & x-x_{k}
\end{array}\right)\binom{\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)+m_{k}(X)}{\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{i}\right)+m_{i}(X)} m_{j}(X) \\
& \left.+\left(\begin{array}{cc}
y-y_{j} & -\left(y-y_{i}\right) \\
-\left(x-x_{j}\right) & x-x_{i}
\end{array}\right)\binom{\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{i}\right)+m_{i}(X)}{\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)+m_{j}(X)} m_{k}(X)\right] \\
= & \frac{A_{\varepsilon}}{m_{i}(X) \varphi_{i}+m_{j}(X) \varphi_{j}+m_{k}(X) \varphi_{k}}\left[A_{\varepsilon}^{-1} \mathbf{b} m_{i}(X) \varphi_{i}+A_{\varepsilon}^{-1} \mathbf{b} m_{j}(X) \varphi_{j}\right. \\
& \left.+A_{\varepsilon}^{-1} \mathbf{b} m_{k}(X) \varphi_{k}\right]=\mathbf{b} .
\end{aligned}
$$

This completes the proof of this lemma.
Let $\mathbf{e}_{p q}(p, q=i, j, k, q \neq p)$ denote the unit vector along $\overrightarrow{X_{p} X_{q}}$ and $s$ be the length of $X_{p} X$ where $X \in \overrightarrow{X_{p} X_{q}}$. Putting

$$
\begin{align*}
b_{p q}(s) & =\left(A_{\varepsilon}^{-1} \mathbf{b}(s)\right)^{t} \mathbf{e}_{p q}, \\
d_{p q}(s) & =\left(A_{\varepsilon}^{-1} \overline{\mathbf{g}}_{i}(s)\right)^{t} \mathbf{e}_{p q}, \tag{4.13}
\end{align*}
$$

then, we have the following estimates.
Theorem 4.3. Let $X \in \partial T$, the boundary of $T$. Then it holds that

$$
\begin{equation*}
-\widetilde{\varphi}_{i}^{\prime}(s)+b_{p q}(s) \widetilde{\varphi}(s)=d_{p q}(s)\left[1+\left(b_{p q}^{\prime}(s) / b_{p q}(s)\right) \mathbf{O}(h)\right], \tag{4.14}
\end{equation*}
$$

where $h$ is the mesh parameter. Furthermore, at the vertices of $T$ we have

$$
\begin{equation*}
\left.\left[-A_{\varepsilon} \nabla \tilde{\varphi}_{i}+\mathbf{b} \tilde{\varphi}_{i}\right]\right|_{X=X_{m}}=\left.\overline{\mathbf{g}}_{i}\right|_{X=X_{m}}, \quad m=i, j, k \tag{4.15}
\end{equation*}
$$

Before proving this theorem, we comment that this theroem provides the estimates on the difference between the fluxes and their approximations. In particular, (4.15) implies that the fluxes are equal to their approximations at the vertices of an element. This is similar to that in [27] for a different type of basis functions. This equality will later be used in the evaluation of integrals in the stiffness matrix to reduce the computational cost. Let us now prove this theorem.

Proof. If $X \in \overline{X_{j} X_{k}}$, then $\tilde{\varphi}_{i}(X)=0$. Therefore, $\varphi_{i}^{\prime}(s)=0$, where $s=\left|X_{j} X\right|$. On the other hand, (4.7) can be rewritten as

$$
\left(\begin{array}{cc}
x-x_{j} & y-y_{j}  \tag{4.16}\\
x-x_{k} & y-y_{k}
\end{array}\right) A_{\varepsilon}^{-1} \overline{\mathbf{g}}_{i}=-\binom{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{j}\right)\right)}{B\left(\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t}\left(X-X_{k}\right)\right)} \tilde{\varphi}_{i}(X)=0 .
$$

This implies that $d_{j k}(s)=0$. Therefore, (4.14) holds for this case.
For the case $X \in \overline{X_{i} X_{j}}$, we set $s=\left|X_{i} X\right|$. From the definition of weighted basis function (4.4), we have

$$
\begin{equation*}
\tilde{\varphi}_{i}(s)=\frac{B\left(-b_{i j} s\right)\left(h_{i j}-s\right)}{B\left(-b_{i j} s\right)\left(h_{i j}-s\right)+B\left(b_{i j}\left(h_{i j}-s\right)\right) s}=\frac{\mathrm{e}^{b_{i j} h_{i j}}-\mathrm{e}^{b_{i j} s}}{\mathrm{e}^{b_{i j} h_{i j}}-1} \tag{4.17}
\end{equation*}
$$

for $X \in \overline{X_{i} X_{j}}$, where $h_{i j}$ denotes the length of the edge $\overline{X_{i} X_{j}}$. From the first equation of (4.16), $d_{i j}(X)$ $\left(X \in \overline{X_{i} X_{j}}\right)$ can also be expressed in terms of $s$ by using $X-X_{j}=-\left(h_{i j}-s\right) \mathbf{e}_{i j}$, i.e.,

$$
\begin{equation*}
d_{i j}(s)=\frac{1}{h_{i j}-s} B\left(b_{i j}(s)\left(h_{i j}-s\right)\right) \widetilde{\varphi}_{i}(s)=\frac{\mathrm{e}^{b_{i j} h_{i j}}}{\mathrm{e}^{b_{i j} h_{i j}}-1} b_{i j} . \tag{4.18}
\end{equation*}
$$

Then, by direct computation we have

$$
\begin{equation*}
\tilde{\varphi}_{i}^{\prime}(s)-b_{i j} \tilde{\varphi}_{i}(s)+d_{i j}=R(s) b_{i j}^{\prime}, \tag{4.19}
\end{equation*}
$$

where

$$
R(s)=\frac{\left(\mathrm{e}^{b_{i j} s}-1\right) \mathrm{e}^{b_{i j} h_{i j}} h_{i j}}{\left(\mathrm{e}^{b_{i j} h_{i j}}-1\right)^{2}}-\frac{\mathrm{e}^{b_{i j} s^{s}} s}{\mathrm{e}^{b_{i j} h_{i j}}-1} .
$$

It is easy to see that

$$
\begin{equation*}
R(0)=R\left(h_{i j}\right)=0 \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
|R(s)| \leqslant c_{0}\left|\frac{d_{i j}}{b_{i j}}\right| h_{i j} . \tag{4.21}
\end{equation*}
$$

Here (4.18) is used to obtain the above inequality and $c_{0}$ is independent of $\varepsilon$ and $h_{i j}$. Combining (4.21) with (4.19), we get

$$
-\tilde{\varphi}_{i}^{\prime}(s)+b_{i j} \tilde{\varphi}_{i}(s)=d_{i j}\left[1+\mathrm{O}\left(\frac{b_{i j}^{\prime}}{b_{i j}} h_{i j}\right)\right] \quad \text { if } X \in \overline{X_{i} X_{j}}
$$

The fact that $R(0)=0$ in (4.20) implies that

$$
-\widetilde{\varphi}_{i}^{\prime}(0)+b_{i j}(0) \widetilde{\varphi}_{i}(0)=d_{i j}(0)
$$

By (4.13) we have

$$
\begin{equation*}
\left[-\frac{\mathrm{d} \widetilde{\varphi}_{i}}{\mathrm{~d} \mathbf{e}_{i j}}+\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t} \mathbf{e}_{i j} \tilde{\varphi}_{i}\right]_{X=X_{i}}=\left[\left(A_{\varepsilon}^{-1} \overline{\mathbf{g}}_{i}\right)^{t} \mathbf{e}_{i j}\right]_{X=X_{i}} . \tag{4.22}
\end{equation*}
$$

Analogously, for $X \in \overline{X_{i} X_{k}}$ and $s=\left|X_{i} X\right|$ we also obtain

$$
-\widetilde{\varphi}_{i}^{\prime}(s)+b_{i k} \widetilde{\varphi}_{i}(s)=d_{i k}\left[1+\mathrm{O}\left(\frac{b_{i k}^{\prime}}{b_{i k}} h_{i k}\right)\right]
$$

and

$$
\begin{equation*}
\left[-\frac{\mathrm{d} \widetilde{\varphi}_{i}}{\mathrm{~d} \mathbf{e}_{i k}}+\left(A_{\varepsilon}^{-1} \mathbf{b}\right)^{t} \mathbf{e}_{i k} \tilde{\varphi}_{i}\right]_{X=X_{i}}=\left[\left(A_{\varepsilon}^{-1} \overline{\mathbf{g}}_{i}\right)^{t} \mathbf{e}_{i k}\right]_{X=X_{i}} \tag{4.23}
\end{equation*}
$$

Since $\mathbf{e}_{i j}$ and $\mathbf{e}_{i k}$ are linearly independent, combining (4.22) with (4.23) we obtain

$$
\left.\left[-A_{\varepsilon} \nabla \tilde{\varphi}_{i}+\mathbf{b} \tilde{\boldsymbol{\varphi}}_{i}\right]\right|_{X=X_{m}}=\left.\overline{\mathbf{g}}_{i}\right|_{X=X_{m}}, m=i .
$$

Similarly, the rest of this theorem can be proved.
Remark 4.2. The ideas of constructing the weighted basis functions, fluxes and their approximations defined in (4.4), (4.6) and (4.7)-(4.9) can be extended to higher dimensions easily. In higher dimensional cases, Lemma 4.2 and Theorem 4.3 also hold. However, more complicated notation and symbols are needed. In this work, only a simple boundary condition, i.e., the homogeneous Dirichlet condition are considered, but this method can to applied to solve singularly perturbed convection-diffusion problems with more complex boundary conditions by using the analogous treatment in the conventional finite element method.

Let $N$ denote the total number of mesh nodes in $\Omega$ and $V_{h}=\operatorname{span}\left\{\tilde{\varphi}_{1}, \tilde{\varphi}_{2}, \ldots, \tilde{\varphi}_{N}\right\} \subset H_{0}^{1}(\Omega)$, where $\left.H_{0}^{1}(\Omega):=\left\{v: v, \frac{\partial v}{\partial x}, \frac{\partial v}{\partial y} \in L^{( } \Omega\right),\left.v\right|_{\partial \Omega}=0\right\}$. The finite element method with weighted basis functions for (4.1) is to find a $w_{h}=\sum_{l=1}^{N} w_{l} \widetilde{\varphi}_{l} \in V_{h}$ such that for any $v_{h} \in V_{h}$,

$$
\begin{equation*}
G\left(w_{h}, v_{h}\right)=F\left(v_{h}\right), \tag{4.24}
\end{equation*}
$$

where

$$
\begin{aligned}
& G\left(w_{h}, v_{h}\right)=\int_{\Omega}\left\{\left[\varepsilon_{1}\left(w_{h}\right)_{x}-b_{1}(X) w_{h}\right]\left(v_{h}\right)_{x}+\left[\varepsilon_{2}\left(w_{h}\right)_{y}-b_{2}(X) w_{h}\right]\left(v_{h}\right)_{y}+\lambda w_{h} v_{h}\right\} \mathrm{d} x \mathrm{~d} y, \\
& F\left(v_{h}\right)=\int_{\Omega} f v_{h} \mathrm{~d} x \mathrm{~d} y .
\end{aligned}
$$

Using (4.2) we can easily show that the bilinear form $G(\cdot, \cdot)$ satisfies

$$
G\left(v_{h}, v_{h}\right) \geqslant \min \left(\varepsilon_{1}, \varepsilon_{2}\right)\left(\nabla v_{h}, \nabla v_{h}\right)+\left(\left(\frac{1}{2} \nabla \cdot \mathbf{b}+\lambda\right) v_{h}, v_{h}\right) \quad \forall v_{h} \in V_{h} .
$$

The above inequality implies that $G(\cdot, \cdot)$ is coercive on $V_{h} \times V_{h}$. Therefore, by the well-known Lax-Milgram theorem, there exists a unique solution to (4.24).

Setting that $w_{h}=\sum_{l=1}^{N} w_{l} \widetilde{\varphi}_{l}$ and test function $v_{h}=\widetilde{\varphi}_{m}(m=1,2, \ldots, N)$ in (4.24), we obtain the following linear system:

$$
\left(q_{I m}\right)_{N \times N}\left(w_{1}, w_{2}, \ldots, w_{N}\right)^{t}=\mathbf{c}
$$

where $\mathbf{c}$ is a known vector, and

$$
\begin{equation*}
q_{l m}=\int_{V_{m}}\left(-\mathbf{g}_{l}\right) \cdot \nabla \widetilde{\varphi}_{m} \mathrm{~d} x \mathrm{~d} y+\int_{V_{m}} \lambda(X) \widetilde{\varphi}_{l} \widetilde{\varphi}_{m} \mathrm{~d} x \mathrm{~d} y . \tag{4.25}
\end{equation*}
$$

In (4.25), $V_{m}$ denotes the support of $\widetilde{\varphi}_{m}$ that equals the union of the triangles sharing the mesh node $X_{m}$. When $\varepsilon$ is small, $\nabla \widetilde{\varphi}_{m}$ varies sharply along one side of an element, which makes the numerical evaluation of (4.25) difficult. To overcome this difficulty, we observe that $\left(\varepsilon_{1}\left(\tilde{\varphi}_{l}\right)_{x}-b_{1} \tilde{\varphi}_{l}, \varepsilon_{2}\left(\tilde{\varphi}_{l}\right)_{y}-b_{2} \tilde{\varphi}_{l}\right)^{t}$ can be approximated by $-\overline{\mathbf{g}}_{l}$ from Theorem 4.3, and $\bar{g}_{l, 1}$ and $\bar{g}_{l, 2}$ vary smoothly in any element $T$ by contrast with $\nabla \widetilde{\varphi}_{m}$. Therefore, we may approximate $q_{m l}$ by

$$
q_{l m} \simeq \sum_{T \in V_{m}}\left(-\overline{\mathbf{g}}_{l}\left(X_{T}\right)\right)^{t} \cdot \int_{T} \nabla \widetilde{\varphi}_{m} \mathrm{~d} x \mathrm{~d} y+\int_{V_{m}} \lambda(X) \widetilde{\varphi}_{l} \widetilde{\varphi}_{m} \mathrm{~d} x \mathrm{~d} y,
$$

where $\overline{\mathbf{g}}_{l}\left(X_{T}\right)$ is the average of $\overline{\mathbf{g}}_{l}(X)$ at three vertices of the element $T$. Now, integrating by parts we get

$$
\begin{equation*}
q_{l m} \simeq \sum_{T \in V_{m}}\left(-\overline{\mathbf{g}}_{l}\left(X_{T}\right)\right)^{t} \cdot \int_{\partial T} \mathbf{n} \tilde{\varphi}_{m} \mathrm{~d} s+\int_{V_{m}} \lambda(X) \widetilde{\varphi}_{l} \widetilde{\varphi}_{m} \mathrm{~d} x \mathrm{~d} y \tag{4.26}
\end{equation*}
$$

where $\mathbf{n}$ is the unit outward normal vector of $\partial T$. The line integral in (4.26) can be numerically evaluated by (4.17) easily.

## 5. Numerical results

Example 1. we consider the following 1D problem:

$$
\begin{equation*}
-\varepsilon w^{\prime}+(1+x) w^{\prime}+2 w=1, \quad 0<x<1, \tag{5.1}
\end{equation*}
$$

with the boundary conditions

$$
w(0)=w(1)=0 .
$$



Fig. 3. Numerical solutions for $\varepsilon=0.1$ and $10^{-8}$.


Fig. 4. The numerical solutions on a Shishkin mesh.

To solve this problem we choose a uniform mesh with $N=30$ and apply the method with weighted basis functions on this mesh to two cases: $\varepsilon=10^{-1}$ and $\varepsilon=10^{-8}$. Numerical results displayed in Fig. 3 demonstrate that this method is stable for the chosen values of $\varepsilon$.

To test the second-order method, we solve (5.1) on a Shishkin mesh (cf. for example, [17]) by two methods. One is the conventional piecewise linear finite element method, and the other is the mixed method obtained by applying the finite element method with basis functions in a subregion containing the boundary layers and the piecewise linear finite element method in the rest of the domain. In our computation, $N=20$, $\tau_{0}=2$ and $\varepsilon=10^{-4}$. The results are plotted in Fig. 4 in which the solid line denotes the exact solution to (5.1), and + and dot denote the numerical solutions obtained by the mixed method and the linear finite


Fig. 5. The triangulation of $(0,1)^{2}$.


Fig. 6. The computed solution of Example 2.
element method, respectively. From Fig. 4 we see that the solution from the linear finite element method contains spurious oscillations even on the Shishkin mesh, while the solution from the mixed method matches the exact one very well.

Example 2. Let us consider the 2D singular perturbation problem defined by

$$
\begin{align*}
& \nabla \cdot\binom{-\varepsilon_{1} w_{x}+(3-x) w}{-\varepsilon_{2} w_{y}+\left(4-2 y+y^{2}\right) w}+(4-2 y) w=f(x, y),(x, y) \in \Omega  \tag{5.2}\\
& \left.w\right|_{\partial \Omega}=0
\end{align*}
$$

where $\Omega=(0,1)^{2}$ and

$$
f(x, y)=\frac{3}{2} \pi \cos \frac{\pi x}{2}+y^{3} \sin \frac{\pi x}{2}-\frac{\pi x}{2} \cos \frac{\pi x}{2}+12 y^{2}-6 y^{3}+3 y^{4} .
$$

In our computation, we choose $\varepsilon_{1}=10^{-3}$ and $\varepsilon_{2}=10^{-6}$. The triangulation of the computational region is displayed in Fig. 5 with 930 elements and 506 nodes. We solve (5.2) by the weighted finite element method and the numerical solution is depicted in Fig. 6. Clearly, the figure shows that this method is stable and convergent.

## 6. Concluding remarks

In this paper we present a finite element method for a singularly perturbed convection-diffusion problem. The method is based on a set of weighted basis functions. The method is described in both one and two dimensions. For the one dimensional case, both first-order and second-order methods are given. In fact, the 1D method is similar to the an existing Petrov-Galerkin method based on $\bar{L}^{*}$-splines (cf. for example, Section 2.2 of [22]), though it is a Bubnov-Gerlerkin method.

The 1D first-order scheme is extended to two dimensions, based on an unstructured triangular mesh. Theoretical investigations on the properties of the basis functions are performed. We comment that the method in two dimensions is a Bubnov-Galerkin method since the test and trial function spaces are identical in the method.

Numerical examples are also solved to show the usefulness of the method. The numerical results demonstrate that this method is stable and convergent when sharp boundary layers are present.
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